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MLET: Overparameterized Multi-Layer Embedding Training 

Coventional Embedding Training (Single-Layer Embedding) MLET Theory: Re-weighting Mechanism

larger embedding --> higher performance 

Conventional training: each sparse feature is represented 

by a single-layer 𝑊 ∈ ℝ𝑑×𝑛 (𝑛: # of embedding items)

MLET uses a two-layer architecture 

that factorizes the embedding table 

𝑊 in terms of 𝑊1 and 𝑊2. 

𝑊 = 𝑊1𝑊2

(𝑊1𝑊2 are trained jointly)

d: a hyperparameter that represents 

the inner dimension of factorization.

Single-layer: sparse updates. 

Only queried items are updated.

MLET: dense updates. Information 
from queried items is also used to 
update non-queried ones (cross-
category information).

𝜎1(𝑖) /𝜎2(𝑗) reflects the importance of 𝑢𝑖/ 𝑣𝑗 , to the learned 𝑊1/𝑊2.  

MLET creates an re-weighting effect: the re-weighting 
factor 𝛔𝟏

𝟐(𝐢) + 𝛔𝟐
𝟐(𝐣) boosts the update in directions  

proven to be important based on earlier training.
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